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ABSTRACT

This paper aims to propose metrics for evaluation of usability of television controlled by gesture and voice commands. Some of these metrics are reinterpretations of heuristics proposed by Nielsen, while other ones were designed from requirements of this new concept of interaction. The results of the application of these metrics in a case study, conducted by three experts in usability evaluation using the method of informal inspection, are presented here.
INTRODUCTION 
Digital TV is an evolution of analog TVs, as they were enhances several features, such as image and video quality. It also enabled the provision of new services and features, such as interactive channel. This channel allows the transmission of interactive applications while audio and video are being sent to the user.

The use of the interactive channel turns the conventional TV into a Interactive Digital TV (TVDi) system, which brings facilities such as distribution of games, various types of services such as banking, healthcare, education, government, and also the creation of nonlinear tv shows [1].

The TVDi has a computational power which instigated the researchers to propose new interface interaction solutions that go beyond the traditional (buttons directly coupled to the TV or remote control). Hence, new challenges have also emerged, mainly because user-friendly solutions are sought, ie, easy to learn and use [2].

The use of so-called unconventional interactions is something that the market has lived continuously in several equipments. New TV available on the market use the concept of multimodal,ie incorporate more than one type of interaction, such as voice and gestures, beyond the traditional ways.

Gesture interfaces enable one to have a more natural interaction than the primitive - conventional - interfaces, which is, for TVs, equivalent to the remote control, and even keyboards. The interaction, in this type of interface, uses any movement or status of the body, though the most commonly used are the hands [3,4].

User interfaces based on voice, on the other hand, are also classified as non-conventional, and are interfaces where the system captures the voice input, recognizes what was said and then performs a given action corresponding to the understanding of a user request [5], generating, in this context, the interaction with the TV.

This paper presents metrics focused on evaluating the usability of interactive TVs which use, as a way of interaction, gesture and voice commands. The success of such solutions depends on several factors, including the costs incurred with them. Nevertheless, usability is essential, since it directly affects the relationship of the user with the TV and is particularly responsible for the success or failure of an interactive product.

The metrics were established having as the primary basis of the Nielsen heuristics [6], but were adapted to the context of gesture and voice interaction. The word heuristic, in the usability context, means principles that must be followed and addressed as "Ease of Learning" or "Visibility of System Status". Using these principles, that provides to the usability evaluator guidelines on a certain concept, one should establish which measures (metrics) will cover each concept.

As mentioned above, these heuristics proposed by Nielsen [7] are able to translate facts as "learning capacity", but cannot be used to measure new concepts, eg, user fatigue when using gestures and consequence of acoustic interference during the voice interaction. Thus specific heuristics were created (and the associated metrics) to evaluate the use of gestures and voice.

Several other studies adapted the Nielsen heuristics to other contexts, for example, to evaluate websites, VUI (Voice User Interface) [8,9,10,11,12], GUI (Graphic User Interface) [13] and Virtual Reality [14,15,16,17], but not deal with the specific characteristics of the interaction with TVs.

In order to validate the metrics provided in this paper, three usability experts adopted the informal inspection method based on the metrics generated from the proposed heuristics and adapted for Interactive TV using a product already launched in the market, with interaction controlled by gestures and voice.

This article is organized as follows. The second section does a discussion on the fundamentals of usability evaluation. The third section deals specifically with the usability evaluation for TV, presenting the specific heuristics created. The following section shows the results of applying the heuristics in the case study. Finally, conclusions are drawn and future prospects.

USABILITY EVALUATION
According with ISO standard 9241-11 [18], usability is the ability with an interactive electronic system offers to its users, in a particular context of operation, to perform tasks effectively, efficiently and pleasantly, aiming to reduce the margin of errors and lead users to complete their tasks without locks and / or frustration.

The usability of interfaces has become fundamental to improve the acceptability of electronic systems and currently evaluating usability is an indispensable procedure for developing interactive products. The usability evaluation seeks to ensure that the utilization or interaction of products or systems to be effective, efficient, safe, useful, easy to learn to use and easy to remember how to use [19].

Currently, there are several methods of evaluation of usability that generally, vary in the stage of development in which they are applied, the way of collecting data and characteristics, and the type of analysis based on the data obtained. Among the methods for usability evaluation we mention [19]:

· User testing or observation methods, which imply the direct participation of users to perform the evaluation;

· Inspection methods or analytical methods, conducted by experts, without the obligation of direct participation of users.

The application of usability inspection techniques is a less expensive alternative, from the viewpoint of cost and time in relation to usability testing since they can be applied without the presence of the interface target user. However, the evaluation does not replace the user and should preferably be applied before the evaluation with the end user, so that problems identified can be solved before product release to the general public.

HEURISTIC EVALUATION
Following the new trend of running tests faster, easier, less expensive and with good results, Nielsen [7] proposes the so called Discount Usability Engineering, using as main method, the heuristic evaluation. This is a usability inspection technique performed by evaluators who follow a set of usability principles, heuristics, and evaluate all elements of the user interface, aiming to find usability flaws.

Nielsen Heuristics

Although there are other sets of evaluation, such as Norman [20] and Tognazzini [21], the heuristics proposed by Nielsen are the most popular, inexpensive and fast.

The goal of the heuristics is to evaluate the quality of an interface regarding usability aiming to detect problems.

The heuristics are composed of 10 fundamental principles of usability [7]:

1. Visibility and status of the system: within a reasonable time, the system always keeps the user informed about what is happening in it.

2. System compatibility with the real world: The system uses a common language users rather than technical terms and specific.

3. User control and freedom: Provides emergency exit clearly identified, allowing users to easily go out of unexpected situations.

4. Consistency and patterns: avoid the user having to think whether different situations or actions mean the same thing.

5. Help users recognize, diagnose and recover from errors: uses simple language to present the errors and how to overcome them.

6. Prevention of errors: prevent, whenever possible, the occurrence of errors.

7. Recognition: making objects, actions and options present in the interface are always visible.

8. Flexibility and efficiency of use: provides options that optimize the experience of more experienced users.

9. Aesthetic and minimalist design: prevents the use of irrelevant information.

10. Help and documentation: provides information that can be easily found and guides users through simple steps.

After applying the heuristic evaluation, it is important to analyze the problems raised. One should analyze and categorize the information obtained in order to prioritize them so that later resources to develop solutions can be allocated.

In this context, one should estimate the severity of the problems, namely the severity level through notes in preset aspects. Participants must also evaluate the issues raised by other evaluators and sort the severity estimations resources to develop solutions.

INSPECTION METHOD

The inspection method consists of examining, according to established criteria, the interface of a system aiming verify whether it meets the requirements of usability. There are several types of inspection, among them it is possible to highlight [6]:

· Automatic: a software evaluation based on specific metrics monitors the execution of tasks via the interface and produces diagnostic evaluation based on the data collected;

· Empirical: usability is evaluated in sessions with users;

· Formal: use models to track usability problems;

· Informal: evaluations are based on common sense rules as well as skills, knowledge and experience of evaluators (reviews usually without the participation of users).
EVALUATION METHODOLOGY

In this work it was adopted the informal inspection method with the participation of three experts in usability evaluation. The main objectives were:

· Identify usability problems;

· Classify and quantify the problems encountered;

· Select and prioritize the problems that must be corrected.

Much of the work of inspection consists of classifying and counting the number of usability problems (UI aspects that can lead to a reduced usability for the end user of the system) presented by the interface. Such usability problems are rated with different degrees of severity, so the most serious problems are treated with higher priority than less important problems.

In this context, each measure associated with usability heuristics should be classified according to the degree of severity proposed by Nielsen and Mack [6]:

· 0 (zero) - It is not necessarily an error of usability;

· 1 (one) - Problem aesthetic, not necessary to be fixed unless there is time available;

· 2 (two) - Low Priority: minor usability problem;

· 3 (three) - High Priority: major usability problem.

· 4 (four) - Catastrophe: fix it immediately.

Thus, each expert, using the table with the metrics established (next section), tested the equipment separately for 20 minutes, identifying the problems encountered and establishing the level of severity for each problem, and making relevant observations associated with them.

The test environment had quite noise interference, because the evaluators tested within stores specialized in the sale of these TVs.

From the lists of each evaluator, it was conducted a compilation of the data, to verify the similarities between them and see which problems deserve greater attention.
USABILITY EVALUATION FOR SMART TV

In order to evaluate the usability in the interactions of voice and gesture of the new TVs - referred as Smart TVs, we performed a reinterpretation of the heuristics proposed initially by Nielsen [7] to meet the specific systems for interaction with gesture and voice. These reinterpretations are strongly guided in [22]. We have also taken into consideration other issues specific to these devices.

Three of the ten heuristics of Nielsen were selected for this article, as can be seen in Table 1. It is also possible, in Table 2, to view the new heuristics proposed for this specific application domain.
Table 1 - Nielsen-based Heuristics [7] interpreted to gestures and voice
	Heuristics - Interpretation for gestures

	1. Visibility of system status: Keep feedback about what is happening in the system

	2. Recognition rather than a reminder: Do not overload the user, making him remember information from one part of the application elsewhere.

	3. Flexibility and efficiency of use: Provide mechanisms to experienced user so he can avoid gestures and extensive performing strenuous gestures, as well as avoid unnecessary explanations to these users.

	Heuristics-Interpretation for voice

	1. Visibility of system status: Keep feedback about what is happening in the system

	2. Recognition rather than a recall: Do not overload the user, making him remember words that should be used in that context.

	3. Flexibility and efficiency of use: You can go step-by-step voice menu or directly access services (voice), jumping phases.


Table 2 - New Heuristics 
	Heuristics - Interpretation for gestures

	1. Accuracy: How accurate is the system in the interactions. The system provides calibration.

	2. Speed: It has at least the same speed to accomplish the tasks to be done without using the remote control.

	3. Distance and position: There is a considerable range of distance and position in which the user can interact.

	Heuristics - Interpretation for voice

	1. Accuracy: How accurate is the system in the interactions. Rate of speech recognition.

	2. Speed: It has at least the same speed to accomplish the tasks to be done without using the remote control.

	3. Distance: There is a considerable range of distances in which the user can interact.


RESULTS

From metrics identified in the previous section, measures were established so that the three experts, by means of informal usability inspection, could be based on the evaluation of the product in question. Tables 3-8, below, show the results of inspections in the interaction of gestures and Tables 9-14 show the results of inspections in voice interaction.

This methodology uses values corresponding to the degree of severity: ranging from 0 (not present) to 5 (problem) for the symptoms observed by the experts.

Table 3 – Visibility of system status in gesture interaction
	Visibility of system status

	About the issue
	Severity
	Comment

	Each user action is reflected on TV? There are times when the user does the gesture and the TVs does not capture?
	4; 4; 5
	When the user relaxes the arm, the TV loses the signal of the gesture and the user should again expect the system to capture the gesture.

Often the TV does not meet the user gestures, especially at the beginning of interaction where the TV tries to detect any movement.

If the user moves, the system loses the detection of hand gestures.

	The user knows when selected an action? For example, when the button to go to the next channel is selected?
	1; 1; 2
	Yes, except when the user wants to access the menu. In this case, the user must click (a fist hand) in the center of the screen where there is no feedback. Have to wait a few seconds to open the menu, so the user does not know if the system detects your command or not.


Table 4 - Recognition rather than recall the interaction of gestures
	Recognition rather than recall

	About the issue
	Severity
	Comment

	Does the user have to remember how to use the application with his hands? Or there are clear messages about it?
	0
	There is a hand always on the screen, inducing when to place the hand. And the arrow represents the interaction, such as a mouse.

There is a legend at the bottom of the screen (menu bar) indicating the open and closed hand movements to click "select" option.


Table 5 - Flexibility and efficiency of use gesture interaction
	Flexibility and efficiency of use

	About the issue
	Severity
	Comment

	How is the access to more e complex options, such as adjusting the brightness / contrast?
	4; 4; 5
	It is easy to access complex options, but is hard to get the required accuracy to select the desired option. The hand cursor movements are very fast which results in difficult to select the desired optoin. This generates muscle fatigue to the users.


Table 6 - Accuracy in interaction with gestures
	Accuracy

	About the issue
	Severity
	Comment

	Does the user perform the tasks using hands so efficiently (in terms of accuracy) than would with a remote-control?
	4; 4; 3
	Some more complex actions are difficult to be done well, such as adjusting brightness, contrast, color, etc..

The gestures are accurate, ie, once detected the user's hand, the trace of the movements is done very quickly, but the choice of options depends on the motor skills of the user. For those who are not used will prefer the remote control that is faster. For example, to change channels (from 60 to 5) it is necessary to keep changing a channel by channel at the click of hands under the menu (no option to enter the desired channel).


Table 7 - Speed in interaction with gestures
	Speed

	About the issue
	Severity
	Comment

	Would the user make this task more quickly if using other forms of interaction, such as remote-control or voice?
	4; 2; 2
	Some more complex actions should not be recommended to be performed by gestures.

Voice command was faster in channel change. But the user has to know the combination of commands.


Table 8 – Distance and position in interaction with gestures
	Distance and position

	About the issue
	Severity
	Comment

	The user has a very large range of distances in which the system works properly (ie, captures his gestures)
	5; 5; 5
	The height and placement of the camera on the TV limits the user to interact sitting. According to what stated requires a distance of about 3 meters.

Where was tested, the environment was very bright and inside a small room made of acrylic (transparent material) that favored the interference of passers behind the acrylic (TV captured the movements of other people at a distance up to 10 meters).

	When the user is not positioned in the center of the screen. Does the system works properly?
	5; 5; 5
	It is hard to use gesture interaction if the user is not centered on the screen.


Table 9 - Visibility of system status at voice interaction

	Visibility of system status

	About the issue
	Severity
	Comment

	Each user action is reflected on the TV? There are moments when the user speaks and the TV does not capture?
	4; 5; 4
	Yes, especially if there is sound interference in environment. The system warns when there is too much interference. The user can then use the microphone remote.

	The user know when select an action? For instance, when the button to go to the next channel was selected, via voice?
	0
	Yes, a message is displayed on the screen.


Table 10 - Recognition rather than recall in interaction with voice

	Recognition rather than recall

	About the issue
	Severity
	Comment

	Has the user to remember which words he should say? Or are there clear messages about it?
	2; 2; 4
	Yes, you have to remember although the words are trivial.

The user has to remember that the same phrase that appears written on the screen means two options. The user must speak only one option.


Table 11 - Flexibility and efficiency of use at voice interaction

	Flexibility and efficiency

	About the issue
	Severity
	Comment

	More complex options, such as adjusting the brightness / contrast, are they easily accessed by the user via voice?
	5; 5; 5
	No.

Unable to access the menu by voice command.


Table 12 - Distance in the voice interaction

	Distance

	About the issue
	Severity
	Comment

	The user has a very large range of distances in which the system works properly (ie captures your voice)
	3; 3; 3
	That depends on the interference noise, but limited to 3 meters without remote control-with voice function, or independent, if used as such the remote control.

Due to noise interference was necessary to position myself right next to the TV microphone. With the remote control would be faster.

	Even when the user is not positioned in the center of the screen, the system works properly.
	0
	Yes


Table 13 - Speed on voice interaction
	Speed

	About the issue
	Severity
	Comment

	The user would make this task more quickly if using other forms of interaction, such as remote-control?
	4; 4; 5
	Many times.

Due to noise interference was necessary to keep repeating some commands. With the remote control would be faster.


Table 14 - Accuracy in the voice interaction
	Accuracy

	About the issue
	Severity
	Comment

	The user performs the tasks using speech as efficiently (in terms of accuracy) than would with a remote-control?
	4; 4; 4
	Not always


CONCLUSIONS AND FUTURE WORK

This paper presented the results of a usability evaluation of TVs controlled by gesture commands and voice. The heuristics of Nielsen served as the basis for the creation of evaluation metrics, while others were created from the requirements of this new interaction paradigm. Three experts in usability evaluation metrics used during inspections informal usability of the TV without the presence of end users.

The results showed that:

With respect to heuristic "Visibility of system status", there are times when the user's gestures are not captured by the TV, especially at the beginning of interaction, where the system tries to detect any movement for user calibration. The user receives no feedback that the system is trying to capture gestures, committing this heuristic. In contrast, when calibrated, if the user selects a particular option (change channel, volume, etc.). The TV provides the necessary feedback.

With regard to the heuristics on "Recognition rather than recall," the system provides a caption at the bottom of the screen showing the hand movements that can be performed. This helps the user to remember the gestures that can be made to interact with the TV. In this case, the heuristic regarding the acknowledgment has not been tampered.

It is clear that in relation to the flexibility and efficiency of use, forms of interaction alternatives to conventional TV (remote-controlled), are still not as efficient as the remote control.

For heuristic "Distance" for gesture it was realized that the positioning of the user relative to TV considerably affects the interaction, as the position of the user's hand is related to this. The user is also limited to only interact seated. As for the voice, the distance is also bound to interference noise. However, in an environment without much noise, the user can perform satisfactorily interaction, a proper distance (sitting at a similar distance between the TV and sofa). Has a lot of interference with sound, the product has a remote-control with microphone, which solves the problem quite interesting.

In heuristic "Speed", one realizes that the voice is faster than the gesture, from the moment that allows direct commands, such as "Channel 45", which, using gestures, the user needs to pass the channels, a by one. But still, in many cases, remote-control interaction has greater speed.

With respect to the accuracy, especially of gestures, the user need training, since the skill that is required for an efficient interaction is not achieved with little use of the system. Furthermore, the position of the user's arm (unsupported) makes it feel quickly muscle fatigue. As for the voice interaction, the accuracy is better than the gesture, but the type of service on TV that supports voice interaction is less, for example, the user can not navigate the web-browser using speech.

As proposals for future work, we intend to create a methodology for evaluating end-users in order to make a more extensive validation of the metrics established in this study. This would facilitate research on which metrics could present usability problems than those already mentioned. Moreover, a review of the TV with new applications TVDi can be performed to identify whether the problems reported in this paper continue to occur, or if the designers are worrying more with usability issues will. Finally, it is suggested a comparison with other criteria proposed mechanisms for evaluating usability order to ascertain the scope thereof.
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